
A Collective Approach to Scholar
Name Disambiguation

Dongsheng Luo, Shuai Ma , Yaowei Yan , Chunming Hu , Xiang Zhang, and Jinpeng Huai

Abstract—Scholar name disambiguation remains a hard and unsolved problem, which brings various troubles for bibliography data

analytics. Most existing methods handle name disambiguation separately that tackles one name at a time, and neglect the fact that

disambiguation of one name affects the others. Further, it is typically common that only limited information is available for bibliography

data, e.g., only basic paper and citation information is available in DBLP. In this study, we propose a collective approach to name

disambiguation, which takes the connection of different ambiguous names into consideration. We reformulate bibliography data as a

heterogeneous multipartite network, which initially treats each author reference as a unique author entity, and disambiguation results of

one name propagate to the others of the network. To further deal with the sparsity problem caused by limited available information, we

also introduce word-word and venue-venue similarities, and we finally measure author similarities by assembling similarities from four

perspectives. Using real-life data, we experimentally demonstrate that our approach is both effective and efficient.

Index Terms—Name disambiguation, collective clustering, information network

Ç

1 INTRODUCTION

SCHOLAR name ambiguity is a common data quality prob-
lem for digital libraries such as DBLP [1], Google Scholar

[2] and Microsoft Academic Search [3], and has raised vari-
ous troubles in scholar search, document retrieval and so
on [21], [24], [32], [44]. For example, we read an interesting
paper written by “Wei Wang” in DBLP, and we want to
find more his/her publications. However, over 200 authors
share the same name “Wei Wang” in DBLP [19], and the
total number of their publications is over 2,000. Hence, it is
time-consuming to find those publications written by the
“Wei Wang” in whom we are interested. It is also common
that only limited information is available in bibliography
data. For example, DBLP only provides basic paper and
citation information, e.g., author names, publication title,
venue and publication year, but no author affiliations,
homepages and publication abstracts. This makes name dis-
ambiguation even more challenging to attack.

Most existing methods tackle name disambiguation
separately [5], [6], [9], [11], [13], [15], [17], [18], [19], [29],
[32], [35], [36], [37], [38], [39], [40], [44]. For each name
to be disambiguated, these methods only deal with the
papers having that author name. However, by tackling each
name separately and independently, these methods neglect
the connection between these sub-problems. For example,

coauthors, which are used as a strong evidence in many
methods [11], [32], [39], may also be ambiguous. Fig. 1 is an
example to demonstrate this problem, which shows two
papers written by “Ying Zhang” and “Wei Xu” in DBLP.
When disambiguating the name “Wei Xu”, single name dis-
ambiguation methods consider two “Ying Zhang” (author
references) as the same person (author entity). As a result,
these two “Wei Xu” have the same coauthor. Hence, it is
very likely that they refer to the same person. In fact, there
are two different “Wei Xu” and two different “Ying Zhang”
in this example. More troubles may appear when multi-hop
coauthorships are used as features [11], [32]. For instance,
“Jianxin Li” in the University of Western Australia is a coau-
thor and 2-hop coauthor of “Wei Wang” in the University of
New South Wales, and “Jianxin Li” in Beihang University is
a 2-hop coauthor of “Wei Wang” in UCLA.

Contributions & Roadmap. To this end, we propose a col-
lective approach to dealing with scholar name disambigua-
tion using only the limited information common available
for bibliography data.

1) We propose an iterativemethod via collective cluster-
ing, referred to as NDCC, to deal with scholar name
disambiguation (Sections 3 and 5). Our collective
clustering method uses a heterogeneous multipartite
network model, and the disambiguation results of
one name affect the others. By representing each
author reference as a unique author in the beginning,
NDCC alleviates the problem caused by ambiguous
coauthor names. In each iteration, a name is disam-
biguated, and the network is updated (author nodes
merging) according to the disambiguation result. The
process repeats until the network converges.

2) We develop a novel metric for determining the aut-
hor similarity by assembling the similarities of four
features (i.e., coauthors, venues, titles and coauthor
names) available in bibliography data (Section 4).
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Here we differentiate coauthors from coauthor
names, as the latter is an ambiguous feature. To over-
come the sparsity of certain venues and title words, a
word embedding method is utilized to capture the
semantic similarity of words, and the similarity of
venues is measured by the degree of common
authors between the authors who publish papers in
the two venues.

3) We conduct comprehensive experimental studies
(Section 6) on three real-life datasets (AMiner, ACM,
and DBLP) to evaluate NDCC. We find that our
method NDCC is both effective and efficient, com-
pared with the state-of-the-art methods CE [7],
GHOST [11], CSLR [19], MIX [18], and AM [44]. Spe-
cifically, (a) NDCC on average improves the Macro-
F1 over (CE, GHOST, CSLR, MIX, AM) by (17.87,
23.25, 16.65, 45.39, 21.24 percent) on AMiner, (25.36,
24.26, 14.16, 37.46, 14.96 percent) on ACM, and
(13.11, 23.31, 8.47, 50.37, 9.86 percent) on DBLP,
respectively. (b) NDCC is on average (18, 195, 19)
times faster than (CE, CSLR and MIX) on AMiner,
(15, 8) times faster than (CE, MIX) on ACM, and 10
times faster than MIX on DBLP, respectively. (c)
While GHOST and AM on (AMiner, ACM, DBLP),
CSLR on (ACM, DBLP) and CE on DBLP can not fin-
ish within 6 hours, NDCC finished on (AMiner, ACM,
DBLP) in (98, 543, 2106) seconds, respectively.

2 PROBLEM FORMULATION

In this section, we first introduce basic notations and then
present a formal definition of scholar name disambiguation.

Basic Notations. For bibliography data D, each citation
record contains title, author names, venue, and publication
year. We use the Heterogeneous Information Networks
(HINs), which are used widely in complex network analy-
sis [20], [43], to model D. Considering that there are no
direct relations among nodes with the same type, we refer
to this type of HINs as heterogeneous multipartite networks,
which is formally defined as follows.

A heterogeneous multipartite network is an HIN [30]
whose node set can be divided into several disjoint sets V0,
V1; . . . ; Vn such that each edge connects a node in Vi to
another in Vj with i 6¼ j. Node sets V0 , V1; . . . ; Vn are called
the parts of the network, and the node types in the same
part are identical.

We consider each author reference as a unique author
entity initially, then the bibliography data is represented as
a 4-part heterogeneous multipartite network, containing
the sets of author nodes (A), paper nodes (P ), venue nodes
(V ) and title word nodes (T ). Fig. 3 shows the network
schema [30] of the heterogeneous multipartite network for

scholar name disambiguation, where there are three types
of edges in this network, i.e., edges connecting author nodes
to paper nodes, paper nodes to venue nodes and paper
nodes to word nodes. We use three matrices to represent
the heterogeneous multipartite network G: WAP , WPT and
WPV , storing author-paper edges, paper-(title) word edges
and paper-venue edges in heterogeneous multipartite net-
work G, respectively.

We now formalize scholar name disambiguation with the
definition of heterogeneous multipartite networks.

Problem Statement. Given a heterogeneous multipartite
network G, the task of scholar name disambiguation is to
adjust author nodes and edges between author and paper
nodes, such that for each author a in A, the set of paper
nodes Pa connected to a ideally contains all and only those
papers written by author a.

Besides the relationships directly available from the net-
work G, we also use the following indirect relationships for
the author similarity computation.

1) Matrix WAA is for valid coauthorship in G, where the
entry WAA

i;j is the times that authors i and j collabo-
rates. A coauthor relation is valid if two authors
have different names. Note that, it is possible that a
paper is written by more than one author with the
same name. However, we cannot distinguish them
without additional information, such as email add-
resses. In this case, we just keep an arbitrary author
reference and neglect the others. We also dismiss
self-coauthorships by setting all WAA

i;i ¼ 0, such that

WAA ¼WAP � ðWAP ÞT � diagðWAP � ðWAP ÞTÞ.
2) Matrix WAA2

is for 2-hop coauthorship in G, where
WAA2

i;j is the number of valid 2-hop coauthorship

paths connecting authors i and j. To avoid the
redundant information, we only consider valid 2-hop
coauthorship paths connecting two authors [11]. Spe-
cifically, a valid 2-hop coauthorship path in G is an
APAPA path ai-pi-aj-pj-ak, where ai 6¼ aj, ai 6¼ ak, aj 6
¼ ak and pi 6¼ pj.

3) Matrices WAN and WAN2
, obtained from matrices

WAA andWAA2
, are for (author, coauthor name) rela-

tions and (author, 2-hop coauthor name) relations,
respectively.

4) Matrices WAV and WAT are for (author, venue) rela-
tions and (author, word) relations, respectively. WAV

a;v

is the number of papers that author a publishes in

venue v, and WAT
a;t is the times that author a uses

word t. That is, WAV ¼WAP �WPV and WAT ¼
WAP �WPT .

5) Considering that title words or venues may be limited
to an author’s publications, we expand these words
and venues by considering their similar words and
venues. We use matricesWTT andWVV for word-word
similarity and venue-venue similarity, respectively.
We calculate these twomatrices as preprocessing steps
before namedisambiguation.Wepresent (author, simi-
lar word) relations and (author, similar venue) rela-

tionswithmatricesWAST andWASV , respectively, such

thatWAST ¼WAT �WTT andWASV ¼WAV �WVV .
Table 1 lists the main symbols and their definitions.

Fig. 1. Example taken from DBLP.
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3 SOLUTION FRAMEWORK

In this section, we introduce our solution framework NDCC,
as illustrated in Fig. 4.

1) Data representation. We represent the bibliography
data as a heterogeneous multipartite network, which
brings a couple of benefits. First, scholar name dis-
ambiguation is formulated with a single network.
Specifically, the author nodes in the network are
either single author references or atomic clusters
(each has several closely related author references)
in the beginning. This is a good way to alleviate the
error propagation problem caused by ambiguous
coauthor names. We disambiguate author names by
updating the network, and the final network repre-
sents disambiguation results. Second, it is flexible to
incorporate extra types of entities such as affiliations
and homepages when available.

2) Similarity measurement. Because of the ambiguity of
coauthor names, such as “Ying Zhang” and “Wei
Xu” illustrated in Fig. 1, we differentiate coauthors
from coauthor names. Then, we determine the
author similarity by assembling the similarities from
four perspectives (coauthor, venue, title, and coau-
thor name). It is common that some authors only
publish a small number of papers. In this case, ven-
ues and title words of their papers are not enough to
capture their preferences and research interests,
especially in the initial heterogeneous multipartite
network, where each author node may only connect
to a small number of paper nodes. To alleviate this
sparsity problem, we extend the words for authors
by considering the words similar to their title words,

so do venues. We compute the venue-venue and
word-word similarities before name disambiguation
begins, as a preprocessing step.

3) Collective clustering. Obviously, the name disambigu-
ation for one name may influence the others. For
example, in Fig. 2, merging of “Haixun Wang2” and
“Haixun Wang4” leads to new common coauthor to
“Wei Wang2” and “Wei Wang4”, which affects the
disambiguation of the name “Wei Wang”. On the
other hand, the disambiguation result of “Haixun
Wang” is also affected by its coauthors.

Based on the above observation, we propose a bottom-up
collective clustering method to deal with scholar name
ambiguity. In collective clustering, the disambiguation of
one name affects others by changing the structure of the het-
erogeneous multipartite network. We iteratively select an
author name and calculate the pairwise similarities of its
author nodes. We then merge the pairs of author nodes
with high similarity scores and update the network accord-
ingly. Each name needs to be disambiguated several times
until it is fully disambiguated. To determine the stop condi-
tion, we estimate the number of authors for each name. A
name is considered to be fully disambiguated if the number
of its author nodes reaches the estimated number.

4 AUTHOR SIMILARITY MEASUREMENT

In this section, we present the author similarity measure-
ment. First, we introduce the preprocessing step to deal
with the sparsity problem, which is incorporated into
author similarities. Then we propose a novel metric to
assemble the similarities from four perspectives: coauthors,
venues, titles and coauthor names.

4.1 Dealing With Sparsity

As pointed out in Section 3, some authors only connect to a
small number of paper nodes, especially in the initial het-
erogeneous multipartite network. It is hard to make a good
judgment for these authors. To deal with this sparsity prob-
lem, we introduce word-word and venue-venue similarities
to expand the limited information.

(1) Word-Word Similarity. The title is an important feature
to calculate pairwise similarities of authors for name disam-
biguation. The traditional unigram model treats each word
separately and neglects their correlations. It is likely that
two titles, which do not share common words, are corre-
lated. For example, one title contains the word “hardware”

TABLE 1
Main Symbols

Symbols Definitions

G heterogeneous multipartite networks
A, P , V , T set of author/paper/venue/word nodes in G
Að0Þ set of author nodes in the initial network
N set of author names in the bibliography data

WAP

WPT adjacency matrices for (A-P), (P-T) and (P-V)
WPV

WTT matrices for word-word similarity
WVV matrices for venue-venue similarity

WAA matrices for coauthorships
WAA2

matrices for 2-hop coauthorships
WAN matrices for (author, coauthor name) relations
WAN2

matrices for (author, 2-hop coauthor name)
relations

WAV matrices for (author, venue) relations
WASV matrices for (author, similar venue) relations
WAT matrices for (author, word) relations
WAST matrices for (author, similar word) relations

dA, dV , dT vector for degree of each author/venue/word
node

dN vector for number of papers of each name

k vector for estimated author number of each
name

Fig. 2. Example heterogeneous multipartite network, such that the left
represents the initial scholarly data, and the right represents the final dis-
ambiguation results.
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and the other contains the word “circuit”. Both are related
to computer hardware. In this case, the traditional unigram
model returns a low similarity score. In [18], [19], the string
level or character level tolerance is used when comparing
two titles. However, these methods cannot capture the
semantic relation between two words either.

We propose to use Word2vec [25], which is an effective
word embedding method, to capture the semantic correla-
tions between words. It takes a text corpus as input and
maps each word in the text corpus to a vector in a low
dimensional space. First, we normalize all titles using
NLTK [8] by turning them into lowercase, removing punc-
tuation, tokenizing and removing stop words. All normal-
ized titles are used as the training text corpus for Word2vec.
Then the cosine similarity of word vectors is used as the
word-word similarity, which is stored in a matrix denoted
by WTT . We keep the pairs whose similarity scores are
larger than a threshold st, and disregards the others by set-
ting the similarity scores to zeroes.

(2) Venue-Venue Similarity. We expand venues for each
author, based on an observation that two venues are similar
if a large portion of authors both publish papers in these
two venues. For example, “SIGMOD” and “VLDB” are both
top database conferences, and many authors publish papers
in both venues. Hence, “SIGMOD” and “VLDB” are two
similar venues. Based on this observation, we propose to
use the Jaccard index of authors to measure venue-venue
similarity. Formally, given two venues i and j, Ni and Nj

represent the sets of author names who publish at least one
paper in i and j, respectively. The similarity between venue
i and j is defined as

WVV
i;j ¼

jNi \Njj
jNi [Njj

:

Here we only keep venue pairs with their similarity scores
larger a threshold sv, and neglect the others by setting their
scores to 0 inWVV .

4.2 Author Similarity Assembling

The author similarity is assembled by four similarities (coau-
thor, venue, title, and coauthor name). Given two authors i
and j with the same name n, inspired by [19], we consider
each pair and define the author similarity as

sim ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
x 6¼y

simx � simy

s
; (1)

where x; y 2 fn; t; v; ag and sima; simn; simt; simv are coau-
thor, coauthor name, title and venue similarities, respec-
tively. We omit ði; jÞ in Eq. (1) as well as equations in the
sequel for simplicity.

We argue that two authors are likely to be the same per-
son if they are similar in at least two aspects. For example,
in Fig. 2, “Haixun Wang2” and “Haixun Wang4” are similar
in terms of coauthor names and venues, so it is likely that
they are the same person. On the other hand, in Fig. 1,
although these two “Wei Xu” are similar in the perspective
of coauthor name, they are not similar in other perspectives.
Thus, they are unlikely to be the same author.

Intuitively, the more two authors share the same related
entities (coauthors, title words, venues, and coauthor
names), the more similar they are. Histogram intersection
kernel is a common way to measure this similarity between
two histograms [31]. Besides, similar to IDF [16], weights of
different entities should be normalized by their frequencies.
For example, if a coauthor publishes a lot of papers, then it
should be considered as a weak evidence comparing to
those who only publish one or two papers. Since productive
authors are believed to be experts connecting different com-
munities, they likely collaborate with two or more authors
with the same name. For instance, “Haixun Wang” in
WeWork has over 100 papers, and collaborates both with
“Wei Wang” in UCLA and “Wei Wang” in UNSW. From
the title perspective, common words, such as “approach”
and “system” are less representative comparing to uncom-
mon words like “disambiguation” and “collective”. So we
differentiate weights of words by assuming that the more
frequently a word appears in titles, the less important the
word is as evidences. The other two perspectives, i.e., ven-
ues and coauthor names, follow similar principles.

(1) Coauthor Similarity. Based on the above observations,
we use the normalized histogram intersection kernel to cal-
culate the coauthor similarity sima, defined as

sima ¼
X
k

1

dA
k

min WAA
i;k ;W

AA
j;k

� �
þ tðnÞ

(X
k

1

dA
k

min WAA
i;k ;W

AA2

j;k

� �

þ
X
k

1

dA
k

min WAA2

i;k ;WAA
j;k

� �
Þ
)
;

(2)

where tðnÞ ¼ 1 if kn � u

0 otherwise

�
. Here dA

k is the number of

papers written by author k, which serves the normalization
factor, and u is a threshold determining whether to use
multi-hop coauthorships. The first part of the right side of

Fig. 3. Heterogeneous multipartite network for scholar name disambigu-
ation. There are four parts: author (A), paper (P ), venue (V ) and title
word (T ), and their relationships are labeled with the corresponding adja-
cency matrices.

Fig. 4. Framework of NDCC.
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Eq. (2) measures the similarity between coauthors of i and j.
The second considers multi-hop coauthors. Comparing
with (1-hop) coauthor, multi-hop coauthors are less eviden-
tial. We notice that for names with high ambiguities, such
as “Wei Wang”, using weak evidential features like multi-
hop coauthors may introduce errors and decrease the accu-
racy performance. Thus, for these names, we neglect the
multi-hop coauthorship, and only use the first part.

The other similarity scores, i.e., Coauthor name, title, and
venue similarities, are defined similarly.

(2) Coauthor Name Similarity.

simn ¼
X
m

1

dN
m

min WAN
i;m ;WAN

j;m

� �
þ tðnÞ

(X
m

1

dN
m

min WAN
i;m ;WAN2

j;m

� �

þ
X
m

1

dN
m

min WAN2

i;m ;WAN
j;m

� �)
;

(3)

where tðnÞ is the same as the one in Eq. (2), and dN
m is the

number of papers written by authors with namem.
(3) Title Similarity.

simt ¼
X
t

1

dT
t

min WAT
i;t ;W

AT
j;t

� �
þ
(X

t

1

dT
t

min WAT
i;t ;W

AST
j;t

� �

þ
X
t

1

dT
t

min WAST
i;t ;WAT

j;t

� �)
;

(4)

where dT
t is the number of papers containing the word t,

and we use the bag-of-words model to represent titles. The
first part of the right side of Eq. (4) measures the similarity
between words both author i and j used in their paper titles.
The second part takes similar words into consideration.

(3) Venue Similarity.

simv ¼
X
v

1

dV
v

min WAV
i;v ;W

AV
j;v

� �
þ
(X

v

1

dV
v

min WAV
i;v ;W

ASV
j;v

� �

þ
X
v

1

dV
v

min WASV
i;v ;WAV

j;v

� �)
;

(5)

where dV
v is the number of papers published in venue v. The

first part of the right side of Eq. (5) measures the similarity
between venues where both author i and j publish papers
in. The second part considers similar venues.

5 COLLECTIVE CLUSTERING

In this section, we first introduce the collective clustering
algorithm with speeding-up strategies for scholar name dis-
ambiguation. Our method follows a bottom-up fashion. In
the beginning, each author reference is considered as an
individual author entity. Different from the density-based
clustering method, such as DBSCAN, where distances
between points (or nodes) remain unchanged, our collective
clustering method dynamically updates similarities during
the disambiguation process. We also analyze its conver-
gence rate as well as time and space complexities of NDCC.

5.1 Atomic Cluster Generation

For scholar name disambiguation, some author references
can be easily clustered together. For example, papers
“Clustering by pattern similarity in large data sets”, and
“Improving performance of bicluster discovery in a large
data set” share the same author names “Jiong Yang”, “Wei
Wang” and “Haixun Wang”. There is a strong probability
that these two “Wei Wang” are the same person because
they have two identical coauthor names. These two author
references form an atomic cluster. Generating atomic clus-
ters as the bootstrap can reduce the size of the initial net-
work, and improve the efficiency. Bootstrap strategies, such
as rule based methods, are used widely in the previous
name disambiguation methods [7], [32], [37]. Note that
using improper rules may include false positive pairs and
impair the accuracy performance, such as the example
shown in Fig. 1. Thus, we adopt a highly restrictive rule to
generate atomic clusters to significantly alleviate this prob-
lem. Inspired by the above observations, two author refer-
ences are assigned to the same atomic clusters if they share
at least two coauthor names.

5.2 Author Number Estimation

As mentioned in the framework in Section 3, the estimated
number of authors for each name is used as the stop condi-
tion, essentially a cluster estimation problem [10], [26] Spe-
cifically, a name is considered as fully disambiguated if the
number of authors of this name reaches the estimated one.
Inspired by name ambiguity estimation in [19], we intro-
duce a statistical method, which is based on the statistics of
author names in the bibliography data.

In most cases, a name consist of a fixed number of com-
ponents. For instance, an English name has three parts: the
first name, middle name and last name, and a Chinese
name consists of the first name and last name. We assume
that these parts are chosen independently from different
multinomial distributions, and the probability of a full
name is the joint probability of its components [19]. Here
we use the two-component names as an example to explain
the main idea. Given a name n, its first name and last name
are denoted by F ðnÞ and LðnÞ, which are independently
drawn from multinomial distributions MultiF and MultiL,
respectively. The probability of an author with name n is
PrðnÞ ¼MultiF ðF ðnÞÞ �MultiLðLðnÞÞ. Then, the number of

authors with name n is kn ¼ PrðnÞPe2N k̂e, where k̂e is the

number of authors with name e, and
P

e2N k̂e is the total
number of authors in the bibliography data. Since k̂e is
unknown, we use its estimate ke instead.

Parameters of MultiF are estimated by the maximum
likelihood estimation. Specifically, pf , the probability of a

first name f appears, is estimated by pf ¼
P

n2N;F ðnÞ¼fknP
e2N ke

. So

do parameters in MultiL. We use an EM-like method to
update k and parameters in MultiF and MultiL iteratively.
Specifically, in the beginning, we set kn ¼ 1 for each name
n. At each expectation step, we fix parameters in MultiF
and MultiL, and update k. During iterations, it is possible
that kn < 1 or kn > jAð0Þn j, where jAð0Þn j is the number of
atomic author clusters of name n. In this case, we round kn

to 1 if kn < 1, and jAð0Þn j for the second case. At each maxi-
mization step, we update parameters in MultiF and MultiL
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with the k fixed. Expectation and maximization steps are
alternatively repeated until k converges.

5.3 Algorithm

Given an initial heterogeneous multipartite network G,
which is created directly from the bibliography data with
bootstrap, as well as the preprocessing results: WVV , WTT

and k, collective clustering returns the final author-paper
matrix, where each author node represents an author entity
in the real world, and connects to all its paper nodes only.

In collective clustering, disambiguation of one name
affects the others by updating the structure of the heteroge-
neous multipartite network G. In each iteration, we focus on
a name n, instead of directly employing hierarchical cluster-
ing methods to merge the author nodes with name n, until
the number reaches kn. We merge the top K pairs with the
highest similarity scores. Here we choose K as the half of
the difference between the current author number and the
estimated one. Formally,

K ¼
&
jAnj � kn

2

’
; (6)

where jAnj is the number of authors with name n in this iter-
ation. Our framework also supports other choices of K, and
we leave this part as future work. Each name is disambigu-
ated iteratively until it is fully disambiguated, i.e., the num-
ber of its authors reaches the estimated number. The final
network is the disambiguation result.

Observe that it is time-consuming to re-calculate matrices
such as WAA and WAA2

in each iteration when network G is
updated for the merging of author nodes, we introduce
speeding-up strategies for the computation. We calculate
and store those matrices such asWAA andWAA2

as a prepro-
cessing step before iterations, and update them inside itera-
tions. Considering the sparsity and dynamics of matrices,
we use lists of treemaps to store WAA, WAA2

, WAT , WAST ,
WAV and WASV . Specifically, for each author name, we
maintain a list of its author nodes. Each author node con-
tains six treemaps to store the corresponding rows in these
metrics, respectively. Considering that the author name is
just an attribute attached to the author node, we do not store
WAN and WAN2

, as they can be extracted directly from WAA

andWAA2
, respectively.

We now explain the detail of our collective clustering.
Algorithm 1 shows its overall process. First, it uses breadth-
first search to calculate all the metrics such as WAA, WAA2

from the input (line 1), and then uses a queue que to store
the names to be disambiguated, which is initiated by push-
ing all names in the bibliography data, except those with
only one paper (lines 2-6). Our method iteratively disambig-
uates author names (lines 7-18). While que is not empty, it
pops out a name from que, denoted by n (line 8), and assigns
An the list of author nodes with name n (line 9). If the size of
An is no larger than kn, then the name n is believed to be
fully disambiguated. In this case, it just continues to deal
with the next name (lines 10-11). Otherwise, it calculates the
number of pairs to be merged in this iteration by Eq. (6),
denoted by K (line 12). It then calculates pairwise author
similarity scores in An, and finds Kth largest score t by

using a K-size minimum heap (lines 13-14). Then it merges
author pairs whose similarity scores are no less than t, and
updates the network G (equally, the matrix WAP ) accord-
ingly (lines 15-16). It also needs to update WAA etc. (line 17).
Then it pushes n into que, and waits for disambiguation
results of the remaining names (line 18). After all names
have been processed, it finally returns the disambiguation
resultWAP (line 19).

Algorithm 1. Collective Clustering

Input: WAP ,WPT ,WPV ,WVV ,WTT , k
Output: WAP of the final network G

1 Use BFS to calculateWAA,WAA2
,WAT ,WAST ,WAV ,WASV ;

2 Initialize an empty queue que;
3 foreach author name n do
4 An the list of authors with name n;
5 if jAnj > 1 then
6 que.push(n);
7 while que is not empty do
8 n que:popðÞ;
9 An the list of authors with name n;
10 if jAnj � kn then
11 Continue

12 K  djAnj�kn
2 e;

13 Calculate author pairwise similarities in An with Eq. (1);
14 t theKth largest pairwise similarity score;
15 Merge author pairs whose similarity scores are no less

than t;
16 Update the author-paper matrixWAP with Eq. (7);

17 Update WAA, WAA2
, WAT , WAST , WAV and WASV with

Eqs. (8), (9), and (10);
18 que.push(n);
19 Return WAP .

5.4 Matrix Updates

Next, we present the updating rules for matrices WAA,

WAA2
, WAT , WAST , WAV andWASV . Given authors i and j to

be merged, without loss of generality, we assume that j is
merged to i, and the updated i is denoted by î.

By the definition, the author-paper matrix WAP is
updated as follows.

ŴAP
k;p ¼

WAP
i;p þWAP

j;p if k ¼ î

WAP
k;p otherwise

(
(7)

, where a hat denotes the updated matrix.
The author-author matrixWAA is updated as follows.

ŴAA
k;l ¼

0 if k ¼ l
WAA

i;l þWAA
j;l if k ¼ î; k 6¼ l

WAA
k;i þWAA

k;j if l ¼ î; k 6¼ l

WAA
k;l otherwise

8>>><
>>>:

: (8)

Correctness of Eq. (8). Correctness of Eq. (8) can be proved by
combining the definition ofWAA and Eq. (7).

As the merging of two author nodes incorporates new
2-hop coauthorships, matrixWAA2

is updated as follows.
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ŴAA2

k;l ¼

0 k ¼ l
WAA2

i;l þWAA2

j;l if k ¼ î; k 6¼ l

WAA2

k;i þWAA2

k;j if l ¼ î; k 6¼ l

WAA2

k;l þWAA
i;k �WAA

j;l þWAA
i;l �WAA

j;k otherwise

8>>><
>>>:

:

(9)

Correctness of Eq. (9). We denote the set of valid coauthor
paths and valid 2-hop coauthor paths connecting author k
and l by Pk;l and P2

k;l, respectively. We use a 2 p if path p
contains author a, and use hats to represent the updated
sets. ThenWAA

k;l ¼ jPk;lj andWAA2

k;l ¼ jP2
k;lj.

By the definition of the valid 2-hop coauthor path, if k ¼
l, we have ŴAA2

k;l ¼ jP̂2
k;lj ¼ 0. Next, we discuss the other

cases where k 6¼ l.
(1) If k ¼ î, then

ŴAA2

k;l ¼ jP̂2
î;l
j ¼ jP2

i;l [ P2
j;lj ¼ jP2

i;lj þ jP2
j;lj

¼WAA2

i;l þWAA2

j;l :

(2) If l ¼ î, then

ŴAA2

k;l ¼ jP̂2
k;î
j ¼ jP2

k;i [ P2
k;jj ¼ jP2

k;ij þ jP2
k;jj

¼WAA2

k;i þWAA2

k;j :

(3) Otherwise

ŴAA2

k;l ¼ jP̂2
k;lj ¼ jfpjp 2 P̂2

k;l; î 2 pg [ fpjp 2 P̂2
k;l; î 62 pgj

¼ jfpjp 2 P2
k;l; i 2 pg [ fpjp 2 P2

k;l; j 2 pgj
þ jPk;ij � jPj;lj þ jPk;jj � jPi;lj þ jfpjp 2 P2

k;l; i; j 62 pgj
¼ jPk;ij � jPj;lj þ jPk;jj � jPi;lj þ jP2

k;lj
¼WAA

i;k �WAA
j;l þWAA

i;l �WAA
j;k þWAA2

k;l :

Similarly, we update ŴAV , ŴASV , ŴAT and ŴAST by

ŴAV
k;v ¼

WAV
i;v þWAV

j;v if k ¼ î

WAV
k;v otherwise

(

ŴASV
k;v ¼

WASV
i;v þWASV

j;v if k ¼ î

WASV
k;v otherwise

(

ŴAT
k;t ¼

WAT
i;t þWAT

j;t if k ¼ î

WAT
k;t otherwise

(

ŴAST
k;t ¼

WAST
i;t þWAST

j;t if k ¼ î

WAST
k;t otherwise

(
:

(10)

Correctness of Eq. (10).Since WPV is static, we can prove the
correctness of updating WAV by combining definition of
WAV and updating rules of WAP . Considering WVV is also
static, we can prove the correctness of updating rule for
WASV by definition of WASV and updating rules of WAV .
Similarly, we can prove the correctness of updating rules
forWAT andWAST .

After merging author j to author i, we delete the corre-
sponding rows and columns from the updated matrices.

5.5 Convergence and Complexity Analyses

We denote the set of author nodes in the initial heteroge-
neous multipartite network by Að0Þ. It is easy to find that the
size of A is non-increasing. Thus, it is obvious that collective
clustering converges.

We denote the largest number of papers written by the
authors with the same name as ‘, and then prove the bound
of the number of iterations as the following.

Theorem 1 (Iteration number). The iteration number of col-
lective clustering is no more than jN jðlog ð‘Þ þ 2Þ.

Proof.Wedenote the iteration number by TN and the number
of iterations dealing with name n by Tn. Then TN ¼P

n2N Tn. We also denote the number of authors with name
n after the ith iteration dealing with n by jAðiÞn j. Initially,
jAð0Þn j is the number of atomic authorswith name n. Accord-

ing to Eq. (6), Aðiþ1Þn ¼ jAðiÞn j � d jA
ðiÞ
n j�kn
2 e. Then we have

jAðiÞn j ¼ b jA
ð0Þ
n j�kn
2i

c þ kn and Tn ¼ dlog ðjAð0Þn j � knÞe þ 1.

Finally, we have

TN ¼
X
n

Tn ¼
X
n

ðdlog ðjAð0Þn j � knÞe þ 1Þ

� 2jN j þ
X
n

log ðjAð0Þn jÞ

� 2jN j þ
X
n

log ð‘Þ ¼ jNjðlog ð‘Þ þ 2Þ:

tu
The time complexity of collective clustering is Oð‘2 log ð‘Þ

ðH þ jAð0Þjlog ð‘ÞÞÞ, where H ¼P
nðjAð0Þn j2Þ is the number of

atomic author pairs sharing the same names. The space
complexity is OðjAð0Þj‘2Þ. More specifically, We use the
same notations as the proof of Theorem 1. We assume that
each paper has no more than a keywords in its title, and has
no more than b authors. The time complexity of creating ini-
tial matrices is OðjAð0Þjð‘2b2 log ð‘bÞ þ ‘a log ð‘aÞÞÞ. Since
elements in treemaps are sorted, we only need to traverse
the corresponding treemaps to calculate the author similar-
ity, which takes linear time w.r.t. the sizes of treemaps. So it
takes Oð‘2b2 þ ‘aÞ time to calculate the similarity of two
authors. For each pair of author nodes to be merged, based
on Eqs. (8), (9), and (10), it takes Oð‘2b log ð‘bÞ þ ‘a log ð‘aÞÞ
time to update matrices as well as G. In most cases, a
paper contains no more than 10 authors, and no more than
10 keywords. Treating a and b as constants, the time com-
plexities of calculating the similarity of two authors and
merging two author nodes are Oð‘2Þ and Oð‘2 log ð‘ÞÞ,
respectively. From Theorem 1, each name n is disambigu-
ated dlog ðjAð0Þn j � knÞe þ 1 times. In the ith iteration dealing
with name n, it takes OðjAðiÞn j2 log ðjAðiÞn jÞÞ time to find the
Kth largest similarity score. Putting these together, the

time complexity of collective clustering is Oð‘2 log ð‘ÞðH þ
jAð0Þjlog ð‘ÞÞÞ, where H ¼P

nðjAð0Þn j2Þ is the number of
atomic author pairs sharing the same names. It takes
OðjAð0Þj þ jP jð1þ bþ aÞÞ space to store G and preprocessing

results, and OðjAð0Þjð‘2b2 þ ‘aÞÞ space to store the other
matrices. By considering a and b as constants, the space
complexity is OðjAð0Þj‘2Þ.
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6 EXPERIMENTAL STUDY

In this section, we present an extensive experimental study
of NDCC. Using three real datasets, we conduct four sets of
experiments to evaluate (1) the effectiveness and efficiency
of NDCC versus state-of-the-art methods CE [7], GHOST
[11], CSLR [19], MIX [18], and AM [44], (2) the effectiveness
of author number estimation, (3) effects of important com-
ponents in NDCC, and (4) the impacts of parameters on
accuracy and efficiency.

6.1 Experimental Settings

We first introduce our experimental settings.
Datasets. We use three commonly used real-life datasets

AMiner (http://www. aminer.org) [32], [33], [34], [37], ACM
(http://dl.acm.org) [37] and DBLP (http://dblp.uni-trier.
de) [19] for scholar name disambiguation. Different from
previous works that use small size subsets, we build data-
sets from the whole public available meta-data files directly.
The statistics of these datasets are listed in Table 2.

The test set comes from https://aminer.org/disambi–
guation, commonly used in name disambiguation tasks [32],
[37]. It contains 6,730 labeled papers of 110 author names.
We compare the labeled papers with each dataset and use
their overlapped ones as the corresponding testing dataset.
We use theMacro-F1 score to evaluate the effectiveness.

Comparison Algorithms. Although NDCC can be easily
extended to incorporate other information like affiliations,
paper abstracts, homepages, and email addresses, the data-
sets that we use only contain citation information, like
many other digital libraries. Thus, we dismiss baselines
relying on these external features [32], [37], [38]. Besides,
some methods require the number of authors for each
name [38], [39], which is unavailable in practice. Thus, we
compare NDCCwith the following state-of-the-art methods,
which can determine the author numbers automatically and
use citation information only.

1) CE [7] is a collective entity resolution method for
relational data. Its similarity function considers both
attributes and relational information, and a greedy
agglomerative clustering method is used to merge
the most similar clusters.

2) GHOST [11] is a graph-based method employing
coauthorship only. Its similarity function considers
both quantity and quality (length) of paths, and an
affinity propagation clustering method is used to gen-
erate clusters of author references of the focused name.

3) CSLR [19] first groups the author references based
on coauthorships to generate initial clusters. Then
these clusters are merged by venue-based and title-
based similarities.

4) MIX [18] is a supervised method. Random forests are
used to calculate pairwise distances, and DBSCAN is
used to group the author references. For effective-
ness evaluation, we randomly choose 5 (other)
labeled names as the training set for each author
name to be disambiguated. For efficiency evaluation,
we randomly choose 5 labeled names to train the
model and use the others for testing.

5) AM [44] is the method deployed in AMiner to tackle
the name disambiguation. A representation learning
method is used to include global and local informa-
tion. An end-to-end method is proposed to estimate
author numbers. We train the model with 500
labeled author names reported in their paper. For a
fair comparison, we dismiss non-citation features,
including abstracts and affiliations.

Implementation. In NDCC, the threshold for word-word
similarity st is set to 0.75, the threshold for venue-venue
similarity sv is set to 0.02, and the threshold for using weak
evidence u is set to 20. For the other methods, all parameters
are set to their default values. All experiments are con-
ducted on a machine with 2 Intel Xeon E5-2630 2.4 GHz
CPUs and 64 GB of Memory, running 64-bit windows 7.
Each experiment is repeated 5 times, and the average is
reported here.

6.2 Experimental Results

We next present our findings.
Exp-1: Performance Comparison With Baselines.In the first

set of experiments, we evaluate the effectiveness and effi-
ciency of NDCC against CE, GHOST, CSLR,MIX and AM.

Exp-1.1: Accuracy Performance Comparison. The accuracy
results for all methods in three datasets are shown in
Tables 3 and 4. In practice, the disambiguation of a name is
much challenging if a large number of papers are written by
authors with the same name. Thus, we rank the author
names in the test set based on paper numbers and list the
Macro-F1 scores of the top 10 names with the largest num-
ber of papers in Table 3. The number of real authors for
each name and the corresponding total number of publica-
tions are listed in Table 5. To demonstrate the effeteness of
NDCC on the whole dataset, we vary M from 10 to 100 and
report results of the top M names in Table 4. For each row,
the top performer is highlighted in the bold font.

We observe that NDCC consistently outperforms base-
lines.NDCC achieves the best performances on 8, 6 and 6 out
of 10 names listed in Table 3 in AMiner, ACM and DBLP,
respectively. With the top 100 names as the testing dataset,
NDCC improves the Macro-F1 over (CE, GHOST, CSLR,
MIX, AM) by (17.87, 23.25,16.65,45.39, 21.24 percent) on
AMiner, (25.36, 24.26, 14.16, 37.46, 14.96 percent) on ACM,
and (13.11, 23.31, 8.47, 50.37, 9.86 percent) on DBLP, on aver-
age, respectively. MIX adopts random forests to learn pair-
wise similarities, which works well when many features are
available, such as abstract, and affiliation [18]. While, in this
study, we address the scholarly name disambiguation prob-
lem in a more challenging setting, where only basic citation
features are available. We observe that in this setting, a large
number of pairwise similarities are 0. As a result, in most
cases, MIX achieves high precision scores with very low

TABLE 2
Statistics of Real-Life Bibliography Datasets

Name jP j jT j jV j jN j
AMiner 1,397,240 233,503 16,442 1,062,896

ACM 2,381,719 327,287 273,274 2,002,754

DBLP 3,566,329 251,429 12,486 1,871,439
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recall scores, leading to its low F1 scores. GHOST only uses
coauthorships, which explains its unsatisfactory accuracy
performance. Besides, 3 and 4-hop coauthorships used in
GHOST are weak evidences. The ambiguity of (multi-hop)
coauthors further harms the accuracy results. CE neglects
the venue-venue and word-word similarities, which leads to
its low F1 scores. CSLR is a single name disambiguation
method that also considers the similarity between venues
and words to alleviate the problem caused by limited infor-
mation. NDCC outperforms it by (28.07, 25.32 and 11.71 per-
cent) on (AMiner, ACM, DBLP), which justifies the advantage
of collective clustering. Without external information, AM
still achieves relatively good results, compared with other
baselines. However, this method neglects 2-hop coauthors,
which are important features when only citation information
is available.

Exp-1.2: Efficiency Performance Comparison. Among the
chosen baselines, only CE and GHOST analyze the time
complexity [7], [11]. The time complexity of CE is
OðjAð0Þjk log jAð0ÞjÞ, where jAð0Þj is the number of atomic
authors, and k is largest number of buckets that a buckets
connects to[7]. It is difficult to exactly compare CE and our
method because of k, which is unique to the method. The
time complexity of GHOST is OðN‘2Þ, where N is the num-
ber of names to be disambiguated, and ‘ is the largest

number of papers written by authors with the same name.
Although it is theoretically efficient, as a single name disam-
biguation method, GHOST has to extract a subgraph for
each name, which is time consuming in practice.

To empirically evaluate the efficiency of NDCC, we
extract several subsets from AMiner (ACM, DBLP) with dif-
ferent sizes by author names. First, we generate several sub-
sets of author names from AMiner ( ACM, DBLP), with sizes
ranging from 50 to 1M (2M and 1.8M on ACM and DBLP,
respectively). To maintain the consistency among these sets,
we make sure that smaller sets are subsets of the bigger
ones. For each set of author names, we extract all papers
written by authors in this set to generate the corresponding
subset. In this way, we make sure that the generated subsets
are dense. Although AM is deployed with thousands of mil-
lions of papers, it is not efficient to compute the clustering
from scratch due to the local linkage learning and IO over-
head [44]. Indeed, this method even cannot disambiguate
all names in the smallest dataset AMiner within 12 hours.
Thus, its running time is not reported here.

The results in Fig. 5 show thatNDCC is more efficient than
the baseline methods. (a) NDCC is (18, 195, 19) times faster
than (CE, CSLR andMIX) on AMiner, (15, 8) times faster than
(CE, MIX) on ACM, 10 times faster than MIX on DBLP, on
average, respectively. (b) While GHOST on (AMiner, ACM,

TABLE 3
Comparison of Accuracy Performance With the Top 10 Names Using Macro-F1 Scores (%)

Name AMiner ACM DBLP

CE GHOST CSLR MIX AM NDCC CE GHOST CSLR MIX AM NDCC CE GHOST CSLR MIX AM NDCC

Wen Gao 64.0 46.1 87.3 8.8 83.6 91.8 90.4 48.9 90.7 8.1 89.3 96.2 91.9 79.7 95.4 3.8 73.0 96.3

Lei Wang 41.8 20.3 53.2 39.0 21.2 59.7 7.8 24.0 23.8 48.7 26.1 55.1 14.4 15.2 57.2 29.9 18.7 77.4
David E. Goldberg 85.2 73.0 81.0 7.6 96.6 98.3 82.9 74.5 91.9 8.1 93.8 98.5 79.3 73.9 97.1 5.7 100.0 100.0

Yu Zhang 52.8 30.9 53.2 50.0 34.1 67.2 10.7 25.2 41.4 48.4 28.3 68.8 16.6 15.7 68.2 33.3 31.5 57.3

Jing Zhang 43.7 33.1 56.3 54.3 31.7 50.3 14.0 22.2 53.0 56.9 33.6 67.4 20.7 12.7 63.7 46.3 22.6 61.8

Lei Chen 51.8 36.6 76.0 13.1 28.1 72.4 53.5 39.4 78.1 12.1 26.4 72.2 59.5 46.1 75.1 8.0 38.1 70.1
Yang Wang 36.4 40.0 29.6 18.6 19.1 42.6 19.4 36.4 34.7 20.3 30.0 34.9 38.1 62.8 43.5 23.7 22.6 44.1

Bing Liu 56.3 40.8 61.0 6.3 53.1 62.2 47.3 49.1 70.3 5.3 82.6 73.6 61.6 42.7 68.9 5.0 67.9 73.1

HaoWang 35.8 41.5 48.1 43.7 33.8 59.4 13.6 39.4 52.3 62.9 35.1 56.5 20.6 14.4 48.4 37.9 43.0 57.3

Gang Chen 43.4 46.5 57.7 46.7 20.7 59.7 44.7 59.4 50.1 44.6 22.4 62.7 56.7 46.1 61.1 17.9 37.5 66.1

TABLE 4
Comparison of Accuracy Performance Using Macro-F1 Scores (%)

# Top Names AMiner ACM DBLP

CE GHOST CSLR MIX AM NDCC CE GHOST CSLR MIX AM NDCC CE GHOST CSLR MIX AM NDCC

10 51.1 40.9 60.3 28.8 45.5 66.4 38.4 41.9 58.6 31.5 46.8 68.6 45.9 40.9 67.9 21.1 45.4 73.1

20 48.8 44.8 60.7 24.5 45.0 67.7 34.1 43.2 56.2 32.1 45.1 71.8 45.6 42.6 70.1 22.3 47.5 71.9
30 49.0 50.7 56.8 24.4 52.0 70.8 35.6 49.1 56.4 31.6 54.6 72.4 52.6 51.8 71.1 21.9 54.8 77.7

40 53.0 52.0 57.6 27.9 49.8 70.5 40.0 51.8 57.6 35.0 54.5 72.1 56.3 53.3 72.0 25.6 57.7 79.7
50 52.6 51.9 58.2 27.9 51.5 72.0 42.7 52.8 58.3 35.2 55.7 75.0 58.4 54.6 73.9 26.2 61.3 79.9

60 54.9 51.2 58.4 30.0 52.0 73.0 46.5 53.3 60.0 35.8 57.3 76.0 61.4 53.4 74.1 27.3 63.7 79.5
70 57.3 52.1 58.3 30.0 52.7 74.5 49.2 52.9 60.2 37.4 58.2 76.9 63.9 54.6 74.4 28.3 66.3 80.9

80 58.3 52.4 58.4 30.4 54.3 74.6 51.1 53.4 61.2 38.6 60.2 77.2 66.7 56.7 73.9 28.6 68.3 81.0

90 57.6 52.2 57.9 30.1 54.9 75.5 51.2 52.8 60.6 38.7 61.5 76.9 66.9 56.8 73.0 29.5 69.7 80.9

100 58.0 52.7 59.3 30.6 54.7 76.0 52.1 53.2 61.8 40.0 62.5 77.5 67.7 57.5 72.3 30.4 70.9 80.8
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DBLP), CSLR on (ACM, DBLP) and CE on DBLP could not
finish in 6 hours, NDCC could finish on (AMiner, ACM,
DBLP) in (98, 543, 2106) seconds, respectively.

Exp-2: Effectiveness of Estimating Author Numbers. In the
second set of experiments, we evaluate the effectiveness of
NDCC in estimating author numbers. We note that the test
dataset does not cover all authors in the datasets, and only
part of the authors are labeled. For example, there are over
120 authors with the name “Lei Wang” in DBLP, but only 106
of them are labeled. Thus, We cannot evaluate the estimation
method directly by comparing the estimated author numbers
with labeled authors. Instead, given a name, we compare the
number of clusters of the labeled papers with the number of
labeled authors to verify the effectiveness of the proposed
estimating method. We list the results of the top 10 names in
the test set in Table 5. We find that, in most cases, our method
achieves reasonable estimating results: #detected Authors

#labelled Authors 2
ð0:5; 2Þ. Besides, the numbers of detected authors are usually
larger than the true values. The reason is that authors may
change their affiliations and research interests at the same
time. In this case, it is hard for name disambiguation methods
to tell whether papers published in two periods are written
by the same person with limited information.

Exp-3: Insight of Effectiveness. In the third set of experi-
ments, we analyze the effectiveness of each step in NDCC
by comparing with its variants. Specifically, we introduce
word-word and venue-venue similarities to alleviate the
sparsity problem, a new metric to compute the author simi-
larity by considering different aspects, a statistical method
to accurately estimate author numbers, and a collective
approach to clustering. Since we have two parameters, st

and sv, to control the usage of word-word similarities and
venue-venue similarities, we left the evaluations of these

two steps in the parameter studies. We adopt three variants,
NDCC un, NDCC ave, and NDCC nc to evaluate effects of
author similarity computation, author number estimation,
and collective clustering, respectively. With the top 100
author names, we compare these variants with NDCC in
three datasets. The comparison results are shown in Fig. 6.

Exp-3.1: Effectiveness of Author Similarity Computation. We
consider four features to determine the author similarity. Nor-
malized histogram intersection kernels are adopted, which
consider the importance of each word, venue, coauthor, and
coauthor name. To demonstrate its effectiveness, we compare
NDCC with its variant, denoted by NDCC un, which adopts
(unnormalized) histogram intersection kernels. As shown in
Fig. 6, normalization in author similarity computations
improves the F1 scores by (4.43, 2.34, and 1.69 percent) on
three datasets, respectively.

Exp-3.2: Effectiveness of Author Number Estimation. To dem-
onstrate the effects of author number estimation, we com-
pare NDCC with its variant NDCC ave, which adopts a
simple way to estimate the author numbers. From the test
set, we know that on average, each author writes r ¼ 4:87
papers. NDCC ave estimates the number of authors for each
name n with # authors = (# papers written by name n)/r.
From Fig. 6, we can see that NDCC outperforms NDCC ave
by (6.95, 0.19, and 7.48 percent) on (AMiner, ACM, and
DBLP), respectively. The comparison demonstrates the
importance of precise estimation of author numbers.

Exp-3.3: Effectiveness of Collective Clustering. To show the
effects of collective clustering, we compare NDCC to its non-
collective variant, denoted as NDCC nc. NDCC nc disambig-
uates author names one by one and neglects the ambiguity of
coauthor names. Fig. 6 shows that by disambiguating author
names separately and independently, NDCC nc achieves
muchworse performances. On the other hand, by considering
their relations and disambiguate all names collectively,
NDCC improves the Macro-F1 over NDCC nc by (11.1, 18.7
and 20.3 percent) on (AMiner, ACM, and DBLP), respectively.
The significant improvements show the advantage of collec-
tive clustering.

TABLE 5
Statistics of the Top 10 Names in the Test Set and Detected

Author Numbers in Three Datasets

Name #Authors # Papers AMiner ACM DBLP

Wen Gao 10 461 12 12 21
Lei Wang 106 289 91 98 122
David E. Goldberg 3 211 4 4 18
Yu Zhang 65 209 62 87 99
Jing Zhang 76 198 61 74 93
Lei Chen 35 179 39 34 52
Yang Wang 48 177 52 59 68
Bing Liu 16 171 32 29 23
Hao Wang 46 165 48 55 73
Gang Chen 40 163 35 44 57

Fig. 6. Comparison between NDCC and its variants.

Fig. 5. Running time on AMiner, ACM and DBLP w.r.t. the network size.
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Exp-4: Impacts of Parameters. In this set of experiments, we
evaluate the effectiveness of includingword-word and venue-
venue similarity, as well as the impacts of parameters on accu-
racy and efficiency of NDCC. The parameter st controls the
number of non-zero elements inWTT , which is the number of
similar word pairs. Similarly, sv determines the number of
similar venue pairs, and u is the parameter determining
whether to use multi-coauthorship andmulti-coauthor names
as features.

Exp-4.1: Impacts of st. To evaluate the impacts of word-
word similarity, we vary st from 0.5 to 1, and fix other
parameters to their default values. With st increasing, fewer
similar pairs of words are taken into consideration. st ¼ 1
means that we dismiss the word-word similarity. The accu-
racy and running time results of NDCC w.r.t. st in AMiner,
ACM and DBLP are plotted in Figs. 7a and 7b, respectively.

The results show that (a) including word-word similarity
can increase the accuracy performance of NDCC. Specifi-
cally, it improves F1 scores up to (0.59, 2.21, 0.26 percent) on
(AMiner, ACM, DBLP), respectively, (b) small st, such as 0.5,
which means words pairs with low similarities are also con-
sidered, may decrease the accuracy results, (c) NDCC
achieves relatively high accuracy in a wide range of st, (d)
the running time decreases with increasing st because
larger st reduces the number of non-zero elements ofWTT .

Exp-4.2: Impacts of sv. To evaluate the impacts of venue-
venue similarity, we vary sv from 0.01 to 0.1 by step 0.01
and fix other parameters to their default values. Since most
similarity scores of venue pairs are located in the range of
(0, 0.1), we just range sv up to 0.1. The accuracy and running
time results of NDCC w.r.t. different sv on AMiner, ACM and
DBLP are plotted in Figs. 8a and 8b, respectively.

The results tell us that (a) the usage of venue similarity can
improve the accuracy performance significantly. Specifically,
it improves the F1 scores up to (7.28, 4.58, 3.09 percent) on
(AMiner, ACM, DBLP), respectively, (b) when sv is small,
venue pairs with low similar scores are involved, which may
decrease the accuracy results, (c) NDCC achieves relatively
high F1 scores in a wide range of sv, (d) the running time

goes down as sv increases, because higher threshold means
that less similar venue pairs are considered.

Exp-4.3: Impacts of u. To evaluate the impacts of u, we
vary u from 1 to 100 (1, 2, 5, 10, 20, 50, 100) and fix other
parameters to their default values. The accuracy results and
running time of NDCC w.r.t. u on three datasets are plotted
in Fig. 9.

The results show that (a) NDCC is robust to u, (b) when u

is very large, for example, 100, (author, 2-hop coauthor) and
(author, 2-hop coauthor name) relationships are used in
similarity calculation for high ambiguous names, which
impairs the accuracy performance. At the same time, it leads
to more running time.

Summary. From these tests, we find the followings.

1) Our approach NDCC is effective for scholar name
disambiguation. Macro-F1 scores of NDCC are con-
sistently higher than the compared methods in all
datasets.

2) Our approach NDCC is also very efficient. With
speeding up strategies, NDCC could finish on DBLP,
which contains over 3million papers, within an hour.

3) The author numbers detected byNDCC are reasonable.
4) We provide insights of NDCC by experimentally

demonstrating the effectiveness of its each step.
5) Strategies dealingwith sparsity improve the accuracy

performance. Besides, NDCC introduces thresholds
to word-word similarity, venue-venue similarity and
author similarity measurement for the sake of practi-
cability and flexibility of real-life applications. We
have experimentally shown that NDCC is robust to
these parameters.

7 RELATED WORK

In general, existing work for scholar name disambiguation
can be divided into two classes: supervised [4], [15], [17],
[18], [35], [38], [40], [44] and unsupervised [7], [9], [11], [19],
[28], [29], [32], [34], [37], [39], [41], [42]. Supervised methods
use labeled data to train a classifier, e.g., SVM [38] and ran-
dom forests [17], [18], [35], which is then used to assign pub-
lications to different author entities. However, labeling data
is time-consuming and impractical when the bibliography
data is large. Unsupervised methods use clustering, e.g.,
agglomerative clustering [9], [19], [39], affinity propaga-
tion [11] and Markov clustering [41], or topic modeling [28],
[29] to divide the set of author references into different sub-
sets. Our work belongs to the second category.

There are three kinds of evidences that are commonly ex-
plored by disambiguation methods [12]: citation information

Fig. 7. Accuracy and efficiency w.r.t. st.

Fig. 8. Accuracy and efficiency w.r.t. sv.

Fig. 9. Accuracy and efficiency w.r.t. u.
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[7], [38], web information [19], affiliation [5], and implicit evi-
dence [28], [29]. Citation information is extracted directly
from citation records, including author names, title, venue,
publication year. Our work only uses citation information,
and applies to most digital libraries. It is also known that the
usage of new evidence, e.g., wiki [19], abstracts [32], [37], and
homepages [37], usually improves the disambiguation per-
formance. These methods are orthogonal to our method and
can be combined to further improve the performance of our
method.

Most existing name disambiguation methods are desig-
ned to tackle single name ambiguity and dismiss their con-
nections. While in this study, we focus on scholar name
disambiguation in a collective way. There are also some col-
lective entity resolution methods that can be used to solve
multiple name disambiguation problem [7], [14], [27]. How-
ever, they are not designed for scholar name disambigua-
tion, as they mainly aim to deal with duplication problems
in relational databases caused by different forms of the
same names. Most of them need another clean knowledge
base (KB) [14], [27], which is unavailable in most cases. [7] is
a collective entity resolution method without a KB. How-
ever, it needs to store all pairs of similar author references
and their similarity scores in a single queue. Its high space
complexity keeps it away from large-scale data analytics.

8 CONCLUSION

Considering the connections of scholar names, we have pro-
posed a collective approach to scholar name disambigua-
tion. We have developed a novel metric to determine the
author similarity by assembling the similarities of four fea-
tures (coauthors, venues, titles and coauthor names). To
deal with the sparsity problem, we have also introduced
word-word and venue-venue similarities. As is shown in
the experimental study, NDCC is both effective and efficient
for scholar name disambiguation.

Our collective clustering method may have the potential
for a more general setting, where multiple clustering prob-
lems need to be solved jointly, such as community detection
in multiple networks [22], [23]. A couple of topics need fur-
ther investigation. First, we are to combine new evidence to
further improve the performance of our method. Second,
we are to study NDCC in a dynamic scenario.
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